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SUMMARY

The case for preferring analysis of covariance (ANCOVA) to the simple analysis of change scores (SACS) has often been made. Nevertheless, claims continue to be made that analysis of covariance is biased if the groups are not equal at baseline. If the required equality were in expectation only, this would permit the use of ANCOVA in randomized clinical trials but not in observational studies. The discussion is related to Lord’s paradox. In this note, it is shown, however that it is not a necessary condition for groups to be equal at baseline, not even in expectation, for ANCOVA to provide unbiased estimates of treatment effects. It is also shown that although many situations can be envisaged where ANCOVA is biased it is very difficult to imagine circumstances under which SACS would then be unbiased and a causal interpretation could be made. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The case for using analysis of covariance as a means of adjusting for baseline measurements has been made many times in the statistical literature, including in Statistics in Medicine. Some authors have stressed its ability to deal with conditional bias [1, 2]. Others have extensively investigated its positive effect on efficiency [3, 4]. Nevertheless, some authors continue to question its appropriateness, claiming, for example that measurement error implies that analysis of covariance does not produce conditionally unbiased estimates [5]. However, as has been pointed out, this is based on a failure to appreciate that in a randomized clinical trial it is observed imbalance that needs to be dealt with and therefore conditioning on observed covariates forms a valid approach to adjustment [6–9].

However, other objections are sometimes raised. For example, a paper by Liang and Zeger in Sankyha examines in detail various strategies for estimating treatment effects in repeated measures
The simplest case considered by them corresponds to a design with two treatments (say an experimental treatment and a standard control) and two measurements: at baseline prior to treatment and at outcome. In connection with that design they make the claim (on p. 138) that except where the expected difference in baseline values between treatment groups is zero, then analysis of covariance (ANCOVA) conditioning on the baseline values gives a biased estimate of the treatment effect. On the other hand, they claim that a straightforward analysis of differences between outcome and baselines (such differences are sometimes referred to as change scores) will produce an unbiased, if less efficient, estimate of the treatment effect.

They are not the first to have made these claims. In 1986, in an interesting discussion of ANCOVA versus the change score approach, Samuels in *Controlled Clinical Trials* made a similar claim in comparing ANCOVA to the *t*-test based on the change-score [11]. She stated, ‘... the choice between the *t*-test and ANCOVA depends on whether one is willing to assume that the following condition holds: \( \mu_1 = \mu_2 \).’ (p. 327). Here the symbols \( \mu_1 \), \( \mu_2 \) represent the expected values at baseline in the two treatment groups.

In this note we show that these claims are not correct. It is *not* a necessary condition for the unbiasedness of ANCOVA for the expected values at baseline between the two groups to be equal. Furthermore, there are some circumstances where ANCOVA is unconditionally unbiased but the simple analysis of change scores (SACS) is not. The use of the word *simple* here in not meant to be pejorative. The qualifier is used to distinguish such an analysis from more complex approaches in which the change score is used but covariates can also be fitted. Of course, if the baseline is such a covariate, then the result is formally equivalent to ANCOVA [12].

The outline of this note is as follows. In Section 2 we present a simple counter-example to show a case where a trial with unbalanced means at baselines may be validly analysed by ANCOVA but not validly analysed by SACS. In Section 3 we show the general conditions for ANCOVA to be valid. In Section 4 we present a general model for baselines and outcomes and illustrate the origin of the claim that ANCOVA is biased except where expectations at baseline are equal. We then proceed in Section 5 to examine if circumstances can exist in which SACS is unbiased and ANCOVA is not. Finally in Section 6 we discuss the implications of our results.

We deliberately do not start by presenting a model for repeated measures data. There are two reasons. First, an approach based on specifying a given model will yield valid conclusions if the model is correct but does not address directly the validity of the model. It can provide sufficient conditions for a conclusion to be correct but not necessary ones. The correct approach to find the necessary conditions is to state the conclusions and see what they imply. Second, it is in fact our claim that many conventionally used models for repeated measures are potentially misleading. What the origin of this potential confusion is will become clearer once the validity or otherwise of ANCOVA and SACS have been examined.

First, however, we provide a brief justification for yet another paper on this topic. The debate is not new. The fact that SACS and ANCOVA can lead to surprisingly different conclusions was presented by Lord nearly 40 years ago in a paper [13] that outlines the paradox that now bears his name. He described a situation in which two groups of individuals were measured at baseline and at outcome. In his original example weight was the outcome variable and the groups were university students visiting two dining halls. The groups were weighed in September and in the following June, mean weight being quite different for the two halls at outset. In neither group did the mean change over time. In consequence SACS simply compared a difference of zero from each group and returned a measured ‘effect’ of zero. However, whatever difference there was at baseline was...
the difference observed at outcome and since the correlation was not perfect, ANCOVA subtracted a fraction (assuming unchanging variability) of the difference at baseline from that at outcome. Hence a non-zero (and statistically significant) ‘effect’ was returned. This was the paradox: no change observed over time in either hall but analysis of covariance pointing to a difference. More generally the paradox is simply that whereas under any circumstances where differences at baseline may be expected to be zero (as for example over all randomizations in a clinical trial) SACS and ANCOVA may be expected (in the statistical sense) to give the same answer, where this is not the case, and groups may be expected to differ at baseline, they will not be expected to deliver the same answer, raising the question as to which is ‘correct’.

This paradox has been ably analysed by Holland and Rubin [14] in 1983 and subsequently by Wainer [15] in 1991 and more recently in 2004 by Wainer and Brown [16], who demonstrated that the validity of one or other approach depended on un-testable assumptions if the purpose of analysis was to answer a causal question. It might be thought that this paradox is not in need of further analysis. However, it will be maintained here that the issue has life in it yet. For example, Wainer’s position seems to have evolved between 1991 and 2004 to a rather more positive view of ANCOVA and it will be shown below by a simple but compelling counterexample that the claim of Liang and Zeger [10], that ANCOVA is never justified in the repeated measures context unless baseline means are equal between groups is not correct. Furthermore, the paper finishes by offering a challenge to any reader who is not convinced by its arguments to design an experiment in which SACS would give a valid answer, ANCOVA would not and a causal interpretation could be given.

2. A SIMPLE COUNTER EXAMPLE

We suppose a trial in hypertension in which there is a single measurement of diastolic blood pressure (DBP) at baseline made to a precision of 1 mmHg. We suppose that if and when patients provide consent to enter the trial, a decision is made as to whether they will in fact be entered based on their DBP. Only patients with a DBP to the nearest mm of Hg of either \( X_1 \) or \( X_2 \), where \( X_1 < X_2 \) are two integers, will be entered into the trial. This procedure is, of course, possibly unethical and certainly extremely stupid. However its stupidity does not end there. Having been screened as suitable, patients are randomized in the ratio \( r : (1 - r) \), \( 0.5 < r < 1 \) to the active treatment, \( A \), compared to the control, \( C \), if DBP = \( X_1 \) mmHg and in the ratio \( (1 - r) : r \) if DBP = \( X_2 \) mmHg. Recruitment does not end until \( n \) patients have been recruited from each stratum. (To take a concrete example suppose \( X_1 = 95 \), \( X_2 = 105 \), and \( r = \frac{3}{7} \).) This, of course, compounds the inefficiency of only selecting sub-groups of eligible patients with both an inefficient allocation and an inefficient stopping rule for recruitment. We now add an element of further fantasy to this example by assuming that there are no drop-outs from the trial, in fact no missing measurements at all and the patients are all completely compliant. At the end of the trial the allocation of patients is as given in Table I.

Clearly the trial is one no investigator would ever run. However, a single counter-example, however far-fetched, is sufficient to prove the falsity of a general claim and in fact, once this counter-example has been presented, we shall proceed to show that for a much wider class of design the same claims apply. Furthermore, this example involves stratification on a binary covariate (if a rather unusual one) and that is not only extremely common but instructive for understanding ANCOVA.
Table I. Allocation of patients in the trial of hypertension.

<table>
<thead>
<tr>
<th>Stratum</th>
<th>Treatment group</th>
<th>$s=1$</th>
<th>$s=2$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X1 mmHg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X2 mmHg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>n</td>
<td>n(1-r)</td>
<td>nr</td>
<td>2n</td>
</tr>
</tbody>
</table>

Clearly, within each stratum, $s$, an unbiased estimate $\hat{\tau}_s$ of the treatment effect for that stratum may be constructed by comparing the two means at outcome. We thus have

$$\hat{\tau}_s = \bar{Y}_{s,A} - \bar{Y}_{s,C}, \quad s = 1, 2$$

$\bar{Y}_{s,A}$ is the stratum mean at outcome under active treatment and $\bar{Y}_{s,C}$ is the mean under control.

Now suppose we wish to construct a general summary of the treatment effect over both strata. Under a standard assumption of homoscedasticity then we have that the treatment estimates $\hat{\tau}_1, \hat{\tau}_2$ are measured with equal precision. In the absence of any prior information and provided no attempt is to be made to recover any inter-stratum information, there is thus no reason not to use the simple average of these treatment estimates as the estimate of the average treatment effect, which we may calculate as

$$\tilde{\tau} = \frac{(\hat{\tau}_1 + \hat{\tau}_2)}{2} = \frac{[(\bar{Y}_{1,A} - \bar{Y}_{1,C}) + (\bar{Y}_{2,A} - \bar{Y}_{2,C})]}{2}$$

(1)

In any case, whether or not (1) is accepted as being the estimator of choice, it is clear that

$$E[\tilde{\tau}] = \frac{\tau_1 + \tau_2}{2}$$

so that $\tilde{\tau}$ is an unbiased estimator of the average treatment effect and, in fact, under an assumption of additivity, which implies $\tau_1 = \tau_2 = \tau$, is an unbiased estimate of the treatment effect for any patient in the trial. However, a little thought shows that this estimator is the ANCOVA estimator. This can be seen by considering that stratification on stratum membership is equivalent to carrying out a regression using a dummy variable indicator. One possible coding of this dummy variable is $X_1$, if $s = 1$, $X_2$, if $s = 2$ and this is obviously the same as ANCOVA using the baseline values. (There would be a slight difference as regards estimation of the residual variance since stratification leaves one fewer degree of freedom for estimating error than analysis of covariance.)

Note that the average responses within treatment groups across strata may be expressed as

$$\bar{Y}_A = (1-r)\bar{Y}_{1,A} + r\bar{Y}_{2,A}, \quad \bar{Y}_C = r\bar{Y}_{1,C} + (1-r)\bar{Y}_{2,C}$$

and hence the naïve difference at outcome is

$$\hat{\tau}' = \bar{Y}_A - \bar{Y}_C = [(1-r)\bar{Y}_{1,A} + r\bar{Y}_{2,A}] - [r\bar{Y}_{1,C} + (1-r)\bar{Y}_{2,C}]$$

(2)
Note that if we write $X_A, X_C$ for the means at baseline in the two treatment groups averaged over both strata, then we have $X_A = rX_1 + (1 - r)X_2$, $X_C = (1 - r)X_1 + rX_2$. Hence, the difference at baseline between the two groups is

$$X_A - X_C = (2r - 1)(X_1 - X_2) \quad (3)$$

Hence, as is well known, the ANCOVA adjusted estimate, $\hat{\tau}$, is the difference at outcome minus the difference at baseline weighted by the regression of outcome on baseline, $\hat{\beta}$, we have

$$\hat{\tau} = \hat{\tau}' - \hat{\beta}(2r - 1)(X_1 - X_2) \quad (4)$$

In fact, because our example is degenerate in that there are only two possible values of $X$ and $\hat{\beta}$ has the particularly simple form

$$\hat{\beta} = \frac{1}{2} \left[ \frac{\bar{Y}_{1,A} - \bar{Y}_{2,A}}{X_1 - X_2} + \frac{\bar{Y}_{1,C} - \bar{Y}_{2,C}}{X_1 - X_2} \right] = \frac{(\bar{Y}_{1,A} + \bar{Y}_{1,C}) - (\bar{Y}_{2,A} + \bar{Y}_{2,C})}{2(X_1 - X_2)} \quad (5)$$

Note that $\hat{\beta}$ as given in (5) is simply the difference at outcome between strata averaged over both treatments groups divided by the associated change in baseline. It also follows from the fact that (3) is the mean difference between treatment groups at baseline that the SACS estimator is given by

$$\hat{\tau}^* = \hat{\tau}' - (2r - 1)(X_1 - X_2) \quad (6)$$

Note that since (4) = (1) and (1) is unbiased by construction and since in general $\hat{\beta} \neq 1$, then $E[\hat{\tau}^*] \neq E[\hat{\tau}]$ and it follows that whereas the ANCOVA estimator is unbiased the SACS estimator is biased. We have thus constructed a counterexample to the claims of Liang and Zeger [10] and Samuels [11].

### 3. NECESSARY CONDITIONS FOR THE UNBIASEDNESS OF ANCOVA

We now proceed to consider general conditions for the unbiasedness of the ANCOVA estimate. We simply assume in this section that we have a single continuous covariate, $X$, at baseline. Typically in the philosophy of repeated measures designs this is assumed to be a measurement of the same kind as that at outcome. Note this assumption is necessary for SACS to produce a meaningful estimate since otherwise it will not satisfy dimensional analysis. On the other hand, neither ANCOVA nor (trivially) a simple analysis of outcomes needs the assumption to produce an answer that is expressed in meaningful units.

Let $\Delta Y$ be the observed difference in means at outcome between two treatments groups and $\Delta X$ be the corresponding covariate difference at baseline. Then we have the following three estimators [17]:

Unadjusted: $\hat{\tau}' = \Delta Y \quad (7)$

SACS: $\hat{\tau}^* = \Delta Y - \Delta X \quad (8)$

ANCOVA: $\hat{\tau} = \Delta Y - \hat{\beta}\Delta X \quad (9)$
Now, we suppose that $E[\Delta Y] = \tau + B_Y$. Here $B_Y$ is simply some bias. If $B_Y = 0$ then $\hat{\tau}$ is unbiased for the treatment effect. We also suppose that $E[\Delta X] = B_X$. Note that the use of expectation operators here might be regarded as somewhat glib. It will depend very much on circumstances as to what ‘universe’ one considers has been averaged in expectation. For example in a trial involving an element of randomization $E[\Delta X]$ might be the average mean baseline difference over all possible allocations. If one is interested in conditional inference it might (trivially) be the observed mean difference for the trial actually run. $E[\Delta Y]$, on the other hand, may be more difficult to define. Some at this stage might wish to introduce heavy counterfactual machinery of the sort used to considerable effect by Rubin [18]. Others may argue that such counterfactuals are misleading [19]. We will duck the issue here apart from noting that there may be some circumstances in which no meaning could be given to these terms and that then one is perhaps best avoiding talking about causality at all. This issue becomes relevant in Section 5 and is picked up there.

Assuming for the moment, however, that some meaning can be given to these terms, then if $B_X = B_Y$ then $\hat{\tau}^*$ is unbiased for $\tau$. This latter assumption does, indeed, follow from a standard repeated measures model but is not in general necessary and we avoid making it here. We shall return to this point. To establish the bias of (9) we proceed as follows:

$$E[\hat{\tau}] = E[\Delta Y] - E[\hat{\beta}\Delta X]$$

$$= \tau + B_Y - E[\hat{\beta}]E[\Delta X]$$

$$= \tau + B_Y - \beta B_X$$

(Note that the step in the middle is justified by the independence of $\hat{\beta}$ and $\Delta X$.) Hence we have that the bias of \( \hat{\tau} \) is given by

$$E[\hat{\tau}] - \tau = B_Y - \beta B_X$$

(10)

It thus follows that ANCOVA is unbiased provided that

$$\beta = \frac{B_Y}{B_X}$$

(11)

Now, in the repeated measures context, if we make the often made (but not necessarily reasonable) assumption that the variance at baseline is the same as the variance at outcome we have that $\hat{\beta}$ is simply the correlation coefficient, $\rho$, between the two. Hence we have in practice $\beta < 1$ so that if

$$B_Y = B_X$$

(12)

then ANCOVA is indeed biased and SACS is unbiased. As regards this assumption we shall show in the next section that it is indeed implicit in many of the standard models used in a repeated measures context but that it is neither necessary nor even necessarily reasonable. In a further section we will show that, indeed, there are a wide variety of circumstances under which (11) will be true and (12) will not be true. We show, in fact, that (12) is a consequence of a far from innocent assumption that we shall refer to as *temporal additivity* which is to be contrasted with the more usual and different assumption of *causal additivity* made in clinical trials.
4. MODELLING BASELINE AND OUTCOME

We now turn to consider the sort of model which will justify concluding that (12) applies and hence that SACS is unbiased whereas ANCOVA is biased. Suppose, as before, we index the two treatment groups by $i$, $i = A, C$, where $A$ stands for active and $C$ for control. Suppose we have $n_A$ patients in the active treatment group and $n_C$ in the control group and that a given patient may be indexed by $ij$, $i = A, C$, $j = 1, \ldots, n_i$. We let the expected values at baseline be

$$E[X_{ij}] = \mu + \theta_i$$

(13)

We now suppose that the expected value at outcome is

$$E[Y_{ij}] = \mu + \theta_i + \tau_i + \phi_i$$

(14)

Note that $\tau_A, \tau_C$ are not separately identifiable and neither are $\phi_A, \phi_B$ but that certain contrasts may be identifiable. For example, $\tau - \phi = (\tau_A - \tau_C) + (\phi_A - \phi_C)$ is identifiable from SACS and if it is assumed that $(\phi_A - \phi_B) = 0$ then $\tau$ is identifiable from this. Note that in terms of our discussion in Section 3, we have $B_X = (\theta_A - \theta_C), B_Y = (\theta_A - \theta_C) + (\phi_A - \phi_C)$. Other contrasts may be identifiable given particular assumptions.

However, how should we interpret $\tau, \theta$ and $\phi$? The basic idea here is that $\tau$ reflects ‘treatments’ and $\theta$ the expected initial difference between groups. The $\phi$ parameters reflect ‘secular trends’. However, without further examination, these designations are merely labels. How can we understand, for example, the meaning of $\tau$? One possible way is in terms of the Rubin causal model [18]. We regard $\tau$ as the expected (unobservable) difference between the outcome if a patient is given treatment $A$ rather than $C$. In practice a patient is only given either $A$ or $C$ and so one of the responses is counterfactual. Hence $\tau$ reflects differences between observables and counterfactuals. In theory such differences can be indexed by patient. Use of such counterfactuals has been criticized by Dawid [19].

For the moment, however, we avoid answering this difficult question and accept these particular parameter labels at face value without delving too closely into their meaning. Now, if we examine the papers of Liang and Zeger and Samuels in the light of the model for expected values given by (13) and (14) we can see that they effectively assume that $\phi = 0$. This is the temporal additivity assumption. It amounts to supposing that despite the fact that groups are different at baseline they would show the same evolution over time, that is to say $\phi_A = \phi_B$ in the absence of any effect of treatment. That being so, it does indeed follow that ANCOVA will be biased unless $\theta = 0$, that is to say unless the means at baseline are equal. This immediately raises the question, however, is it likely or even possible that circumstances can arise where

$$\theta \neq 0 \text{ and } \phi = 0$$

(15)

We discuss this point in Section 5 below, in which we show that for a trialist to assign patients to in such a way that

$$B_Y = \beta B_X$$

or

$$\theta + \phi = \beta \theta$$

$$\phi = (\beta - 1) \theta$$

(16)

so that ANCOVA is unbiased is feasible and, indeed, that there is a wide class of design for which this is possible. However, we also show that such a trialist might find it difficult to assign patients in such a way that it is simultaneously true that (15) applies and a causal question of interest

remains. This, in our view raises doubts as to whether SACS can ever have any utility in causal investigations.

5. ASSIGNMENT MECHANISMS

In this section we shall show that it is easy to design trials in which, given an assumption of causal additivity, the following conditions hold:

1. ANCOVA is unbiased;
2. SACS is biased;
3. A causal interpretation can be given.

However, we shall also show that it is rather difficult to design trials for which

1. SACS is unbiased;
2. ANCOVA is biased;
3. A causal interpretation can be given.

As regards the first set of conditions, we have already presented such a trial in Section 2. In fact any trial in which patients are assigned to treatment on the basis of their baseline value will yield valid estimates of ‘the treatment effect’ provided that ANCOVA is used, there is a linear relationship between baseline and outcome and the treatment effect is constant for all values of the baseline [20]. (That is to say there is no treatment by baseline interaction.) We refer to such an assumption as causal additivity. Of course, this assumption is not likely to be exactly true in practice but it is also not essential in order to make practical use of a randomized clinical trial. All that one needs is to estimate appropriately some average treatment effect and to assume that it brings some advantage over no estimate at all in predicting individual effects. See Senn [21] for a discussion of estimation in the presence of interaction and Senn [22] for a discussion of additivity. For a design in which patients have been allocated according to baseline in such a way that the two baseline means are not equal, the assumption of additivity is more important than for a randomized clinical trial [23] but note that this is a problem for the SACS estimator also.

In fact, such designs, in which subjects are assigned on the basis of baseline values are referred to as cut-off designs and have been extensively discussed in the educational literature [24] and even proposed in the medical literature [25]. Now, suppose that if all patients are given treatment $i$ then baseline and outcomes are jointly Normally distributed so that

$$X, Y \sim N(\mu_X, \mu_Y + \tau_i, \sigma_X^2, \sigma_Y^2, \rho)$$

then, if we write

$$\mu_X = \mu, \quad E[X|X<k] = \mu + \theta_1, \quad E[X|X>k] = \mu + \theta_2$$

the situation at baseline is as described by (13) and it is well known that we have

$$E[Y|X<k] = \mu_Y + \tau_A + \rho \frac{\sigma_Y}{\sigma_X} \theta_1 = \mu_Y + \tau_A + \beta \theta_1$$

$$E[Y|X\geq k] = \mu_Y + \tau_C + \rho \frac{\sigma_Y}{\sigma_X} \theta_2 = \mu_Y + \tau_B + \beta \theta_2$$

(19)
Hence the expected value of the contrast at outcome from (19) is

$$\tau_A - \tau_B + \beta(\theta_1 - \theta_2) = \tau + \beta\theta$$  \hspace{1cm} (20)

Thus the amount by which (20) has to be corrected is not $\theta$ but $\beta\theta$. Hence ANCOVA is unbiased and SACS is biased.

Note that in estimating $\beta$ an important assumption that makes ANCOVA unbiased is that the regression within groups is the same as that between, the latter being the potential bias and the former that by which the correction factor is estimated. Our opening example in Section 2 is a little unusual in this respect. The reduction to stratification on a binary covariate means that there is no extra information within groups.

Is it possible to construct examples in which SACS is unbiased but ANCOVA is not? Here are some apparently plausible schemes that do not work.

1. **Select patients according to their ‘true’ rather than observed values**: The idea behind this is that the origin of the regression effect that causes SACS to be biased is that the covariance of measurements is the variance of true values, say $\sigma_T^2$. The regression of outcome on observed baseline is $\sigma_T^2/\sigma_M^2$, where $\sigma_M^2$, $\sigma_M^2 > \sigma_T^2$ is the variance of observed measurements. Hence the regression of outcome on baseline, which is the origin of the bias in SACS. However, if selection is on true values, then the relevant regression coefficient is $\sigma_T^2/\sigma_T^2 = 1$ and SACS is unbiased. This argument does not work for two reasons. First, selection on the true value is impossible because it cannot be known. The second more serious objection is that true values at outcome and baseline will in any case not be perfectly correlated (after all, although given the same follow up all subjects age by the same amount during the study, not everybody’s blood pressure rises with age at the same rate, so the correlation between blood pressure at baseline and outcome will not be perfect).

2. **Select patients on the basis of some continuous value other than the baseline measurement**: For example, we might be studying diastolic blood pressure but select patients on the basis of systolic blood pressure. Such an approach will indeed make ANCOVA biased unless the selecting covariate is itself included in the model or unless the partial correlation between selecting covariate and outcome is zero given the baseline. However, it will make SACS biased as well.

3. **Patients are selected on the average of their values at baseline and outcome**: This would indeed, given additivity of the treatment effect, eliminate the regression effect. It was, for example, suggested by Oldham as being a way of studying baseline by treatment interaction for this very reason [26]. However, it is a logical impossibility as a selection mechanism, since it requires knowledge of future values at the time of selection.

4. **Select on a binary covariate**: The problem with this approach is that the binary covariate must not vary over time. If it does, then the influence of the binary covariate is not permanent. The proponent of SACS over ANCOVA is now on the horns of a dilemma. Either the binary covariate does not influence or mark any difference in measures between groups, in which case ANCOVA and SACS are valid or it does, in which case the difference between groups at outcome may be expected to be less than that at baseline and SACS is biased. The only way to get round this objection is to use a temporally unchanging covariate to allocate. For example, if in a comparison of two diets, females are assigned to one diet and males to another. This was, in fact, similar to the example Lord used to introduce his famous paradox [13]. The problem
here however are first, that the assumption that the difference at outcome would be the same as the difference at baseline in the absence of treatment is rather dubious and second that it is debatable as to whether any causal interpretation of such an ‘experiment’ would be justified.

Of course, what the above show is merely that it is easy for trialists to design trials in which ANCOVA is valid and SACS is not but that the reverse is difficult. It may be that ‘Nature’ can design the latter trials easily. The point of this discussion however is not to propose arbitrary and inferior alternatives to randomized clinical trials but to try enquire what natural mechanisms might produce in the way of possible biases. In our opinion, careful consideration of this leads to the following conclusions. First, where an RCT has been run ANCOVA is a superior choice of analysis to SACS and will at least deal with accidental bias, whereas SACS will not. Second, that for other types of study, such as say epidemiological cohort studies it is, indeed plausible that ANCOVA will be biased but it is also plausible that SACS will be biased too. The practical implications of this will be considered in the next section.

6. DISCUSSION

In my view a number of lessons can be drawn from the above investigations.

The first is that one has to be rather critical and careful in specifying so-called repeated measures models. A natural tendency amongst modellers appears to be to model baselines and outcomes using an integrated framework. This is most extreme in the form of model made popular by Laird and Ware [27, 28] in which baselines are actually treated as being a response to treatment, which temporally and logically they cannot be [17, 29]. Usually the way in which estimation proceeds using such approaches means that a ‘correct’ estimate is recovered and no harm is done. Nevertheless, in my view there is a danger in assuming that it is a necessary feature of repeated measures designs that baselines should be modelled as if they were outcomes: it is unnatural from other points of view [17, 29]. Instead one should focus clearly on ‘outcomes’ as being the only values that can be influenced by treatment and examine critically any schemes that assume that these are linked in some rigid and deterministic view to ‘baseline’ values. An alternative tradition sees a baseline as being merely one of a number of measurements capable of improving predictions of outcomes and models it in this way.

The second lesson is that treatment groups that differ at baseline do, indeed, present a challenge for any attempt at causal inference. The potential problems are well encapsulated by the famous paradox of Lord [13]. As noted in the introduction, a penetrating analyses of this paradox has been given by Holland and Rubin [14] and also by Wainer [15] more recently by Wainer and Brown [16]. Unfortunately, unlike these authors, many when they encounter the paradox assume that it implies that analysis of covariance is invalid but that analysis of change scores is not. The interpretation offered here is more radical: ANCOVA will often be biased under such circumstances but SACS almost certainly so.

The third lesson is more general. You cannot establish necessary conditions for an estimator to be valid by nominating a model and seeing what the model implies unless the model is universally agreed to be impeccable. On the contrary it is appropriate to start with the estimator and see what assumptions are implied by valid conclusions.
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